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Abstract:
 This research presents an applied study using 

data mining to discover some factors affecting 
agricultural vegetable production and predicting 
the yield production in Palestine. In this research, 
we are interested in finding some factors that 
will influence the agricultural production to 
increase the amount of production to benefit the 
farmers in particular and individual, society in 
general. To achieve this goal we used Waikato’s 
Knowledge Analysis Environment (WEKA) tool 
and algorithms such as K-Means, Kohonen’s 
Self Organizing Map (KSOM) and EM to 
identify the most influential factors that increase 
the production of agricultural vegetable. This 
research has proved that K-Means is worthwhile 
to increase the efficiency and reliability of the 
prediction process of determining the factors that 
affect the yield production and KSOM the most 
accurate to predict the yield production.

Keywords: Data Mining, K-means, EM 
Algorithm, Kohonen’s Self-Organizing Map 
(KSOM) and Clustering.

ملخص: 
يقدم هذا البحث درا�سة تطبيقية با�ستخدام ا�ستخراج 
�إنتاج  على  ت�ؤثر  التي  العوامل  بع�ض  لاكت�شاف  البيانات 
الزراعي  المح�وصل  بكمية  والتنب�ؤ  الزراعية  الخ�ضراوات 
العوامل  بع�ض  ب�إيجاد  نهتم  البحث،  هذا  في  فل�سطين.  في 
التي من ��شأنها الت�أثير على الإنتاج الزراعي لزيادة كمية 
والمجتمع  والفرد  خا�ص  ب�شكل  المزارع  ل�صالح  الإنتاج 
 WEKA ب�شكل عام. لتحقيق هذا الهدف ا�ستخدمنا �أداة ويكا
التنظيم  خريطة   ،K-Means ك-مينز  مثل  والخوارزميات 
لتحديد   EM �إم  �أي  وخوارزمية   KSOM كوهونين  الذاتي 
الخ�ضروات  �إنتاج  من  تزيد  والتي  ت�أثيرا  الأكثر  العوامل 
�أن خوارزمية ك-مينز هي  �أثبت هذا البحث  الزراعية. وقد 
التنب�ؤ  عملية  وموثوقية  كفاءة  لزيادة  بالاهتمام  الاجدر 
الزراعي،  الإنتاج  في  ت�ؤثر  التي  العوامل  تحديد  طريق  عن 
التنب�ؤ  دقة في  الأكثر  KSOM هي  وان خوارزمية كوهين 

بالمح�وصل الزراعي.

INTRODUCTION
In the past, we faced the problem of the 

scarcity of information or the difficulty to access 
it. Nowadays, the situation is reversed in light of 
information revolution that became a huge flood of 
information and the real wealth of the institution. 
We can neglect or exploit these data. The matter 
does not stop when storing this data, but how to 
exploit them. 

Data mining is certainly a very important 
topic. The widespread and easy availability of 
information technology has inflated the volume of 
information, making the issue of large data on the 
Internet controversial. This has increased the need 
for the development of powerful tools to deal with 
this huge amount of information for analyzing 
data and extracting information and knowledge. 
Therefore, we use intelligent tools to manipulate 
these data. Data mining is a technique aims at 
extracting knowledge from vast amounts of data. 
This technique based on mathematical algorithms, 
which is the basis for data mining. Data mining 
derived from many sciences such as statistics, 
mathematics, logic, artificial intelligence, expert 
systems, neural networks, pattern recognition, 
machine learning and other sciences that are 
considered intelligent and non-traditional sciences 
(Mohammed, 2016).

Several core techniques used data mining by 
describing the type of mining and data recovery 
operation. Different studies and solutions always 
share or use the following Data mining Techniques 
(Brown, 2012), (Patel et al., 2014): 

●● Association
●● Classification
●● Clustering
●● Prediction
●● Sequential patterns
●● Decision trees

The importance of this research originates 
from the idea of using data mining techniques 
to create predictive results that benefit the 
different beneficiary in the agricultural sector. 
In addition, working according to this technique 
will provide advice and forecasts  an increase in 
the agricultural production by finding the main 
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factors that influence the agricultural vegetable 
crops in Palestine.

This study is concerned with datasets 
resulting from 11 agricultural seasons sites in 
Palestine (Bureau, 2017). We applied K-Means, 
Kohonen’s Self Organizing Map (KSOM) and 
EM on the dataset. According to the results of the 
different types of tests conducted on these models, 
the results show that K-Means is the most accurate 
model in determining the factors that affect the 
agricultural production and KSOM is the most 
accurate algorithm to predict yield production.

The focus of this study is to identify key 
attributes that affect agricultural vegetable crop. 
This paper uses data mining techniques to help in 
predicting and finding the combination of factors 
required to identify high performance vegetable 
crop for the farmers and researchers in agricultural 
fields.

Moreover, this research identifies the most 
influential factors that increase the production of 
agricultural vegetable. In general, area, fertilizers, 
equipment and evaporation are the most important 
factors using K-Means algorithms. When EM 
and KSOM are used instead, different factors 
are considered, these are temperature, speed, 
humidity. This research shows that K-Means 
are worthwhile to increase the efficiency and 
reliability of the prediction process. Both EM and 
KSOM produced similar outputs to predict the 
main factors that affect the vegetable production 
in Palestine. Comparing these factors with real 
situations, the results of these two methods 
were less useful than those results produced by 
K-means.

Literature Survey
Data mining emerged in the late 1980s and 

proved to be a successful solution for analyzing 
large amounts of data, transforming them from 
simple data that was accumulated and not 
understood into information that could then be 
exploited and utilized.

Shu et al. in their review paper, they presented 
the main data mining techniques and their 
applications and development from year 2000 to 
2011. The main findings of their review paper are 
DMT is an increasing application in many areas; 
these techniques have the ability to continually 

change and acquire new understanding of the 
application of DMT in many fields and allowing 
many new future applications (Shu et al, 2011).

Studies by agricultural researchers have 
shown that attempts to increase crop productions 
have led to the use of pesticides in a dangerous and 
significant manner. These studies have indicated a 
positive relationship between the use of pesticides 
and crop (Antonio et. al., 2009). A study (Abdullah 
et al., 2004) showed that how to extract integrated 
data for agricultural data, including pest detection, 
pesticide use and meteorological recordings, is 
useful for optimizing the use of pesticides.

Data mining techniques are often used 
to study soil properties. For example, the use 
of k-means approach for soil classification 
integrated with GPS-based technologies (Meyer , 
et al., 2004), and the k-means algorithm was also 
used to classify soils and plants (Verheyen, et al., 
2001) as well as Support Vector Machines (SVM) 
technique for crop classification (Camps  et al., 
2003) .

Rani used a data mining to manage the feed 
security. The study suggests clustering techniques 
to classify new feed resource into a particular 
category that will be useful in determining the 
extent of usage of the new feed. Clustering the 
feeds into different groups provides multiple 
options to the end user (farmer or feed industry) to 
choose from a wide range of feed resources. The 
main finding of the study is that clustering can 
be effectively used for grouping of different feed 
resources without the aid of experts to an extent of 
70% and thus can form a sound basis for efficient 
feed management. (Rani 2010).

There are many researchers  who are engaged 
in the research of food security early warning and 
they have many achievements (Liu et al, 2010), 
(Svyazinska, 2016), (Sakurai et al., 2013).

The study of Raorane and Kulkarini discussed 
how data mining used as an effective tool for yield 
estimation in the agricultural sector. In general, 
crop production depends on different factors like 
climatic, geographical, biological, political and 
economic factors. In their research, data mining 
used to extract knowledge from the raw data and 
estimate the amount of crops production.

WEKA is abbreviation for Waikato’s 
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Knowledge Analysis Environment. It is a Java 
based open source tool created by researchers at 
the University of Waikato in New Zealand. It is a 
tool that provides support for data mining. WEKA 
is a collection of open source of many data mining 
and machine learning algorithms, including 
preprocessing on data, classification, clustering 
and association rule extraction.  Other main 
features of WEKA include (Alka, et al. 2017):

●● Data Processing tools.
●● User interface provides portability, rapid 

prototyping and graphical interface with 
explorer, experimenter and knowledge flow  
features.

●● Statistical, regression, classification and 
clustering algorithms.

●● The WEKA data mining tool displays 
better results in terms of true positive, false 
positive, precision and f-measure (Sharma et 
al., 2014) . 

●● Machine learning tools, WEKA is being 
expanded to support a variety of tools 
such as statistical analysis programs and 
spreadsheets, to allow the user to perform 
additional analysis, verification and data 
manipulation (McQueen, 1995).

WEKA is used as a data analysis process 
model for data mining in agriculture (Ayman et. 
al., 2015), (Cunningham and. Holmes, 2005). 
The data extraction algorithm in the agricultural 
domain model can then be easily integrated into the 
software application. The analysis and application 
of WEKA based on a case study in the agricultural 
field, ie in the mushroom classification, has been 
demonstrated.

Data Mining in Agriculture
In nowadays, a lot of information related 

to agricultural activities becomes available 
in electronic format. This information needs 
further analysis to obtain important information 
to support people working or related to the field 
of agriculture. Using Data mining techniques in 
agriculture is useful in many areas like predicting 
agricultural problems, increasing agricultural 
production, detecting diseases, classification of 
agricultural products and plants, identifying and 
classification of soil problems and optimizing the 
use of pesticides (Manjula and Djodiltachoum, 
2016 ) (Mirjankar and Hiremath, 2016).

Data mining in agriculture is one of the most 
recent research topics (Jyotshna and Yusuf, 2015). 
It is based on applying data mining techniques 
and clustering algorithms to agriculture (Milovi 
and Radojevi , 2015). In the field of agriculture, 
many researches applied the k-means algorithm 
for (Mucherino et al., 2009; Antonio et al. 2009) :

●● Predicting yield production (Ramesh. and 
Vishnu, 2013), (Aishwarya, 2016), (Ramesh 
and Vardhan, 2013).

●● Classifying plant, soil  (Meyer GE et. al., 
2004);

●● Classifying soils in combination with GPS-
based technologies  (Verheyen et al., 2009; 
Meyer GE et al., 2004);

●● Forecasting pollution in the atmosphere  
(Jorquera, 2001) ;

●● Analyze color images of fruits as they run 
on conveyor belts (Leemans  and Destain, 
2004);

●● Classify eggs as fertility and Patel VC (Das 
and Evans , 1992);

●● detecting weed and nitrogen stress in corn 
(Karimi et al. , 2006);

●● Monitoring water quality changes (Klise. and 
McKenna, 2006);

●● Grading apples before marketing (Leemans  
and Destain, 2004);

●● Detecting weeds in precision agriculture  
(Tellaeche et. Al., 2008).

●● Predicting wine fermentation problems 
(Urtubia et. Al., 2007);

Clustering
Data collection is the process of placing data 

in similar clusters. The aggregation algorithm 
divides a data set into several clusters as shown 
in Figure 1. In clustering, the similarity between 
points within a particular pool is greater than the 
similarity between points within two different 
clusters. The idea of data collection is simple 
in nature and very close to human in its way of 
thinking (Berson et al., 1999). Whenever we deal 
with a large amount of data, we tend to summarize 
the vast amount of data into few groups or 
categories in order to facilitate the analysis 
process.

For the K-means clustering algorithm, given 
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the data <x1, x2,…,xn> and K, assign each xi to one 
K clusters, C1…Ck, minimizing equation 1 (Khedr 
et. al, 2014)

SSE= ∑K
j=1∑xi   Cj‖xi-μj‖

2                          (1)

Where

K is the number of desired clusters

SSE is Sum of Squared Error (SSE)

μj is mean over all points in cluster Cj.

K-Means algorithm uses the following steps:

1.	 Initialize randomly μj ... μk  randomly

2.	 Repeat until convergence:

2.1. Assign each point xi to the cluster with 
closest mean  μj

2.2. Calculate the new mean for each cluster 
(equation 2)

 μj= 1/|Cj| ∑xi   Cjxi                                                              (2)

Another machine-learning algorithm used 
in data mining is EM. This algorithm uses two 
iterative steps called E-step and M-step:

• the E-step, where each object is assigned 
to the centroid such that it is assigned to the most 
likely cluster.

• the M-step, where the model (=centroids) 
are recomputed (= least squares optimization). 

Figure 1 Clustering 

The Kohonen Self-Organizing Map (KSOM) 
is unsupervised learning neural network algorithm. 

We can use KSOM in solving problems in various 
areas, especially in clustering complex data sets. 
Despite its advantages, the KSOM algorithm 
has a few drawbacks; such as overlapped cluster 
and non-linear separable problems. (Azlin and 
Rubiyah, 2016) (Fernando, 2015).

MATERIALS AND METHODS
Agricultural production in the world and 

in Palestine is of great importance in terms 
of satisfaction and high quality production, 
especially in terms of meeting farmers and 
population needs. Increasing agricultural products 
has become a necessary need in our time. To 
increase production, we need water for irrigation, 
land, tools, equipment, fertilizers, pesticides, new 
management methods, etc.

This research applies predictive data mining 
techniques in agriculture to predict the factors 
that  this goal: we used WEKA tool and different 
algorithms such as K-Means, Kohonen’s Self 
Organizing Map (KSOM) and EM. This section 
discusses the necessary details of the datasets and 
methods used in this study. 

The data source for this research is the dataset 
obtained from the Palestinian Statistics Bureau 
website and we select the dataset for the vegetable 
for our research. 

The dataset related to the recent 11 harvest 
years. The analysis of the data set contains 12 
attributes among them, year, city, area, fertilizers, 
pesticides, temperature, rain, equipment, 
humidity, evaporation, speed and crop. The 
whole dataset consists of approximately 2832 
complete records. In this paper, we analyzed the 
estimation of the crop with respect to the previous 
parameters. In our method in this research, to 
deal with the challenge of predicting the crop of 
vegetable crop, we divided the dataset into five 
major groups. Table 1 shows the parameters and 
their configuration in different groups.

The challenge is identifying key attributes 
that affect vegetable crop, such as region, 
equipment, fertilizers, rain etc. In this paper, we 
used data mining techniques to help farmers find 
the combination of factors required to increase 
crop and identify high performance vegetable 
crop.

WEKA is a program to deal with artificial 
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intelligence algorithms, which is an open source 
software package containing a set of algorithms 
that help to analyze and extract data (Data 
mining). We can apply these algorithms easily to 
a set of data directly through the WEKA software 
interface. It also contains tools that are capable 
of dealing with the following: Pre-processing, 
Classification, Clustering, Association rules, 

Select attributes and Visualization

To address the clustering issues, we utilized 
the machine - learning algorithm of simple 
K-Means, KSOM and EM. Figure 2 presents a 
schematic illustration of prediction using these 
three algorithms.

Table 1 
Different configuration of attributes

 Group E without
year, city, speed

 Group D without
year, city, rain

 Group C without
year, city, fertilizers

 Group B without
year, city, area

 Group A without
 year, city

 Complete list
of variables

 area, fertilizers,
 pesticides,

 temperature,
 rain, equipment,

 humidity,
 evaporation, and

yield

 area, fertilizers,
 pesticides,

 temperature,
 equipment,
 humidity,

 evaporation, speed
and yield

 area, pesticides,
 temperature, rain,

 equipment, humidity,
 evaporation, speed

and yield

 fertilizers,
 pesticides,

 temperature,
 rain, equipment,

 humidity,
 evaporation,

speed and yield

 area, fertilizers,
 pesticides,

 temperature,
 rain, equipment,

 humidity,
 evaporation,

speed and yield.

 year,
 city, area,
 fertilizers,
 pesticides,

 temperature,
 rain,

 equipment,
 humidity,

 evaporation,
 speed and

yield

Figure 2
Schematic illustration of prediction, using the K-Means, KSOM and EM Algorithm. 

We applied the K-means, EM and KSOM algorithms for clustering using our different datasets. 

To test if it is possible to predict the yield and the 
most attributes that increase the crop production. 
We apply these algorithmson different groups 
from our dataset. Then we compared the results 
with other groups, where the whole set of data is 
considered.

Results and Discussion
This section discusses the different types of 

data mining algorithms applied, then compares 
and evaluates them using the dataset collected 
and prepared from Bureau of statistic in Palestine 

(Bureau, 2017).

In general, vegetable crop may vary from 
one city to another or it may vary within the same 
city or the same region. There are many factors 
affecting vegetable crop such as land, rain and 
various amounts of fertilizers and pesticides, etc. 
To increase the vegetable crop we have to address 
these different issues or factors. In this study, we 
will investigate these factors to expect a better 
vegetable crop and identify the main factors that 
affect the vegetable crop.

As mentioned earlier, dataset for group A just 
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consider 10 variables or attributes (see table 1) 
including area, fertilizers, pesticides, temperature, 
rain, equipment, humidity, evaporation, speed 
and crop. Whereas the other groups B, C, D and 
E related to different configuration with different 
parameters.

The k-means algorithm is applied to the 
datasets, by using k = 2, 3,4,5,6,8  and 10 and 

considering the data related to certain group.

Groups set A, B and C shows similar results 
that are crop is essentially linked to the shared 
attributes area, equipment, evaporation.  Whereas, 
A, D and E have in common area, fertilizers. Table 
2 shows all the results and other information. 

Table 2
Screen dumps of the Results For K-Means (with K= 5)

Group Results For K-Means (with K= 5)

Original

A

B
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C

D

E

Referring to the results in table 3, K-Means 
algorithm shows that area, fertilizers, equipment 
and evaporation are the most common factors that 
affect the crop production. When EM and KSOM 
is used instead, different factor are considered, 
such as  temperature, speed, humidity (Figure 
3). These factors reported to be an important 
factor in the problem crop prediction using EM 
and KSOM algorithms. The clustering process 
in which EM and KSOM are also included the 
factor temperature. Two groups A and B contain 
temperature, speed, humidity, other two groups 
C and D contain temperature, humidity, speed, 

and the remaining group  E is only providing a 
temperature and  humidity to be a good factor for 
crop production. It seems that EM and KSOM 
does not provide any different information, they 
show similar results. 

In this analysis, one can conclude that 
Fertilizers, Pesticides and Evaporation are the 
main factors that increase the crop. Region is a 
very important factor that increase the crop. The 
most affected cities are Jenin and Jericho.

Figure 3 shows the result for both EM and 
Kohonen’s Self Organizing Map. To obtain these 
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results, the number of clusters (K) is set equal to 
5. Figure 3 shows only the results for the main 
factors that most affect the crop in our case.  

Referring to Figure 3 and Table 3, it is clear 
that both EM and KSOM predict the same factors 

that affect the vegetables production and there is 
a big similarity between their results. on the other 
hand, there is a difference between the K-means 
and results KSOM and EM. All the results of 
K-means have different factors compared with the 
other machine learning algorithms.

EM Algorithm Kohonen›s Self Organizing Map

Temperatures and Yield
Temperatures and Yield

Speed and Yield Speed and Yield

Humidity and Yield
Humidity and Yield

Figure 3
Graphs represent the results for EM and KSOM Algorithms
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Table 3
Different Configurations Of Attributes and Attributes Predictions

Groups Attributes used K-means EM KSOM
 Group
 A (-year,
city)

 area, fertilizers, pesticides, temperature,
 rain, equipment, humidity, evaporation,

speed and yield.

 area, fertilizers,
 equipment,
evaporation

 temperature,
speed, humidity

 temperature,
speed

 Group B
 (-year,
city, area)

 fertilizers, pesticides, temperature,
 rain, equipment, humidity, evaporation,

speed and yield

 fertilizers,
 equipment ,
 evaporation,

pesticides

 temperature,
speed, humidity

 temperature,
speed, humidity

 Group C
 (-year,
 city,
fertilizers)

 area, pesticides, temperature, rain,
 equipment, humidity, evaporation,

speed and yield

 Area, equipment,
 pesticides,
evaporation

 temperature,
humidity, speed

 temperature,
humidity

 Group D
 (-year,
city,rain)

 area, fertilizers, pesticides, temperature,
 equipment, humidity, evaporation,

speed and yield
area, fertilizers,  temperature,

humidity, speed
 temperature,

humidity, speed

Group E
 (-year,
 city,
speed)

 area, fertilizers, pesticides, temperature,
 rain, equipment, humidity, evaporation,

and yield

 area, , equipment,
fertilizers

 temperature,
humidity

 temperature,
humidity

Table 4 represents seven different experiments 
with different number of clusters, which is formed 
by the K-Means clustering. The estimation of 
average production using K-Means algorithm 
with respect to 12 parameters is computed using 
WEKA Tool and compare to the actual average 
production that is 34144.2456. The results in 
Table 4 and Figure 4 show that the Sum of 
Standard Errors (SSE) is decreasing as the number 
of clusters is increasing. From all the results 
available in the Table 4, we can see clearly the 

accuracy of prediction using K-Means algorithm 
lies within the range of the Sum of Squared Errors 
(SSE) 24 to 70. We used Sum of standard errors 
(SSE) to describe how well a K-Means algorithm 
performs on a certain K in our data set.

Another result available from the comparison 
in table 4, it’s clearly seen that different value 
for K in K-Mean algorithm provide different 
crop predictions and the best result for the crop 
predictions is gained when  K number of cluster 
is increased.

Table 4
A Relation Between No. Of Cluster, Sum of Squared Errors and Yield Prediction Using K-Means

No. of Clusters  Sum Of Squared
Errors (SSE)

 Number Of
Iterations

 Yield Prediction (Average
Actual Data is 34144.2456)

2 70.65 5 51455.15

3 56.56 7 48175.5238

4 45.23 4 65832.1667

5 42.60 6 87249.2

6 31.82 7 65832.1667

8 32.25 4 67890.8333

10 24.58 5 72997.1667
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Figure 4
Relation Between No. Of Clusters, Sum Of Squared Errors And Yield Prediction Using K-Means

Table 5 and figure 5 show the prediction of 
the yield production by using both KSOM and 
K-Means with respect to actual average yield 
production (34144.2456). Table 4 gives the 
computed results by WEKA.

When comparing the results in the two 
columns for both K-Means with KSOM 
algorithms, it is clear that there is no intersection 
or similarity between K-Means and KSOM 
algorithm. The same result can be concluded to 
EM. Simple K-Means is an effective clustering 
model to increase vegetable corp. It gives highest 
accuracy result for increasing the yield production 
compared to average actual data is 34144.2456

After comparing the resulting techniques using 
the WEKA tool and consulting the agricultural 
engineer, this study concludes that the results of 
the K-Means algorithms is the most appropriate 

and accurate model for selecting various factors 
affecting the production of agricultural vegetable 
crop. At the same time KSOM is the most suitable 
and more accurate method to predict the estimated 
yield productions.

Table 5
Yield Prediction K-Means vs KSOM

No. of Clusters
 Yield Prediction (Average
Actual Data is 34144.2456)

K-Means KSOM

2 51455.15 13348.8109

3 48175.5238 16894.9268

4 65832.1667 7808.8823

5 87249.2 53650.9932

6 65832.1667 61808.0951

8 67890.8333 60388.4371

10 72997.1667 62904.0615

 Yield Prediction
Average 65633.17 39543.46
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Figure 5
K-Means vs KSOM Yield Prediction

CONCLUSION
Data mining is relatively a novel research 

field and it is expected to grow in the future. In 
this emerging, multidisciplinary and interesting 
research field, there is a lot of work to be done. 
It will help in forecasting/ managing agricultural 
crop effectively. 

This research focuses on applying data 
mining techniquesregarding vegetable data to 
extract knowledge from these data and estimate 
vegetable crop. Also, it aims to predict the main 
factors that impact the vegetable’ production 
to satisfy farmers and citizens’ needs for the 
upcoming years using K-means, KMOS and EM 
algorithms. We used WEKA as a predictive Data 
Mining Tool. Results showed that, byusing data 
mining we succeeded to predict the main factors 
that affect the vegetable’ production. The obtained 
results could help decision makers for achieving 
food security and the country’s productivity for 
the upcoming years continuously. K-means is 
useful for predicting the main factors that affect 

the vegetables production; meanwhile KSOM is 
the more accurate algorithm to predict the yield 
production.

This study is concerned with datasets resulting 
from 11 agricultural seasons sites in Palestine. To 
reach meaningful outputs and predictions, various 
experiments conducted through modifications of 
the attributes and the use of different numbers of 
these attributes to reach meaningful outputs and 
prediction.

The experiments conducted in this paper 
showed that farmers attempt to increase vegetable 
crop by using pesticides in a dangerous and 
significant manner. This study has indicated a 
positive relationship between the use of pesticides 
and crop.

This study did not deal with other factors like 
soil type, seasonal and environmental conditions, 
prediction and the accuracy of the weather forecast 
because the web site of the Bureau of Statistic in 
Palestine did not have a clear and complete dataset 
related to these factors.
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In future, it is hoped that more interesting 
results will be reached by extending this model 
and considering the previous attributes in order 
to improve the accuracy of the prediction. The 
extensions should take into consideration these 
attributes in advance as well as regional variations 
in crop.
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