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Abstract
The main aim of this research is to use data 

mining techniques to explore the main factors 
affecting the strength of concrete mix. In this 
research, we are interested in finding some of the 
factors that influence the high performance of 
concrete to increase the Concrete Compressive 
Strength (CCS) mix. We used Waikato’s 
Knowledge Analysis Environment (WEKA) tool 
and algorithms such as K-Means, Kohonen’s Self 
Organizing Map (KSOM) and EM to identify the 
most influential factors that increase the strength 
of the concrete mix. The results of this research 
showed that EM is highly capable of determining 
the main components that affect the compressive 
strength of high performance concrete mix. The 
other two algorithms, K-Means and KSOM, were 
noted to be an advanced predictive model for 
predicting the strength of the concrete mix.

Keywords: Data Mining, Concrete 
Compressive Strength (CCS), K-means, EM 
Algorithm, Kohonen’s Self-Organizing Map 
(KSOM) , Clustering.

ملخص:
هدف البحث الرئي�س، هو ا�ستخدام تقنيات ا�ستخراج 
قوة  في  ت�ؤثر  التي  الرئي�سية  العوامل  لاكت�شاف  البيانات 
هو  البحث،  هذا  في  اهتمامنا  جل  �إن  الخر�سانة.  مزيج 
�إيجاد بع�ض العوامل التي ت�ؤثر في لاأداء العالي للخر�سانة 
لزيادة مزيج قوة �ضاغطة الخر�سانة. لتحقيق هذا الهدف، 
 Waikato’s Environment Analysis �أداة  ا�ستخدمنا 
 K-Means مثل  وخوارزميات   Environment (WEKA)
لتحديد   EM و   )KSOM( التنظيم  ذاتية  كوهن  وخريطة 
العوامل لاأكثر ت�أثير والًتي تزيد من قوة مزيج الخر�سانة. 
�أظهرت نتائج هذا البحث �أن EM يظهر �أهمية كبيرة لتحديد 
للمزيج  ال�ضغط  قوة  في  ت�ؤثر  التي  الرئي�سية  المكونات 
 K-Means الخر�ساني عالي لاأداء. بينما تعد الخوارزميات 

و KSOM نموذجًا تنب�ؤيًا متقدمًا لقوة الخلطة الخر�سانية.
ال�ضغط  قوة  البيانات،  تعدين  مفتاحية:  كلمات 
خريطة   ، خوارزمية   (CCS)،K-means، EM الخر�سانية 

.)KSOM( كوهن ذاتية التنظيم

INTRODUCTION
Technical engineers and laboratories are 

required to obtain and test the strength and the 
accuracy of concrete. Testing modeling at the 
laboratory is both, time and cost consuming 
(Agrawal V. and Sharma A., 2010) as it includes 
most of the ingredients or components that are 
required for designing concrete. The traditional 
approaches focus on understanding and modeling 
the effects of the components on the strength 
of concrete (Chen L. and Wang T. S., 2010). 
Nowadays, the situation has changed with the 
rapid spread of information technology. In the 
recent years, different techniques of Artificial 
Intelligence (AI) and Data Mining were used to 
predict the main factors that affect the concrete 
strength. Recently, there has been many 
applications and approaches that are based on 
Artificial Intelligence and Data Mining in Civil 
Engineering (Chen L. and Wang T. S., 2010; Jain 
et al., 1994; Flood I., and Kartam N., 1994).

Concrete is the major building material 
that is used around the world. Concrete mainly 
consists of three basic components that are mixed 
in measured proportions. These components are, 
water, portland cement and aggregate (gravel, 
sand and rock). They all form a solid material 
called concrete. Concrete is well known for its 
high compressive strength, impermeability, fire 
resistance, durability and abrasion resistance.

There are several factors that affect the 
strength of High Performance Concrete (HPC). 
Ration of water to cement may be considered 
the main factor, but it is also induced by the 
components of the concrete like cement, blast 
furnaces slag, fly ash, water, super plasticizer, 
coarse aggregate, fine aggregate and age.

Using Data Mining will provide advice, 
assistance and indication of signs to enhance 
Concrete Compressive Strength (CCS) by finding 
the main factors that influence the compressive 
strength of concrete and its high performance.

This study focuses on identifying the list of 
components that affect Concrete Compressive 
Strength (CCS) by using data mining Algorithms 
to assist in predicting and identifying the 
main necessary components to identify high 
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performance compressive strength of concrete.

This study is based on publicly available 
resources of UCI Machine Learning Repository 
with eight parameters and one output. We used 
three different data mining algorithms. These 
algorithms are K-Means, Kohonen’s Self 
Organizing Map (KSOM) and EM and applied 
them on the dataset. According to the analysis of 
the data and the results, the most accurate result is 
achieved by EM for predicting the key components 
that affect the compressive strength of concrete. 
On the other hand, K-Means and KSOM can be 
used as an effective tool for predicting concrete 
compressive strength.

In this paper, we start with the literature review 
of the research papers (section 2). An overview of 
data mining techniques in civil engineering is then 
presented in section3. In Section 4, we explain 
in details the methodological approaches used 
throughout this study, followed by a discussion 
regarding the findings of this research (Section 5). 
Finally, a summary and conclusion are presented 
in Section 6.

Literature Review
In the recent years, Artificial Intelligence 

played essential roles in solving problems that 
are difficult to address through the traditional 
programming or human experts. Researcher used 
data mining and ANN for solving many problems 
in many fields such as, tourism, finance, banking, 
aerospace, airplane navigation, life insurance, 
automotive, terrorism, defense, fault detection 
in electric and electronics, telecommunications, 
entertainment, control systems in industry, 
automotive of manufacturing, transportation 
(Arciszewski, et al, 1994), agriculture (Abuzir Y., 
2018), smart cities, civil engineering, medicine, 
image processing, robotics, speech recognition 
and information securities.

Data Mining Technique (DMT) applications 
have become more numerous and more important 
in many areas. By using DMT, we are able to see 
a transformation and obtain new knowledge or 
skills in many fields, as well as allow or plan for 
a certain possible new future applications (Shu et 
al, 2011).

In the literature Review, there are different 
approaches and studies that focus on finding the 
appropriate properties for designing concrete and 
predicting the Concrete Compressive Strength 
(CCS) using Artificial Intelligence techniques. 

Ozcan et al., in their research proposed 
Artificial Neural Networks to predict long-term 
compressive strength of silica fume concrete 
(Ozcan et al, 2009). Another researcher used neural 
network for predicting Concrete Compressive 
Strength (CCS) with different water/cement ratios. 
In the input layer of the neural network model, 
they used the following five input parameters: 
water/binder ratio, binder/sand ratio, metakaolin 
percentage, superplasticizer percentage, and age. 
The proposed neural network model predicts the 
compressive strength of mortars only (Saridemir 
M., 2009).

Neural Network model are based on four input 
parameters prediction models used for predicting 
compressive strength of concrete. The input layer 
employed the following four parameters: Water-
to-binder ratio, cement content, curing conditions, 
and age (Yaprak et al, 2011).

(Tinoco et al., 2010) used Data Mining 
technique as a prediction model for uniaxial 
compressive strength (UCS) of JG materials. They 
showed their model are able to identify with high 
accuracy the complex relationship between the 
UCS of JG material and its contributing factors.

Another approach is based on combining 
conventional method with the artificial intelligence 
method to design a predictive model for a concrete 
compressive strength. The results showed that 
their model is accurate and suitable for predicting 
the compressive strength development (Liu G. 
and Zheng J., 2019).

 DATA MINING IN CIVIL
ENGINEERING

An Overview of Data Mining and 
Weka

Data mining is a process or a technique of 
applying different algorithms on a large dataset for 
extracting beneficial information or knowledge. 
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Intelligent tools are required to apply data mining 
techniques to manipulate datasets.

Data mining is often  used as a combination 
of intelligent and unconventional sciences like 
business analytics, mathematics, logic, statistics, 
artificial intelligence, machine learning and 
artificial neural networks (Mohammed, 2016), 
(Abuzir Y. and Baraka A.M, 2019). 

The analytic techniques used in data mining 
often share or use the following Data Mining 
algorithms (Brown, 2012), (Patel et al., 2014): 

♦♦ Classification
♦♦ Clustering
♦♦ Association
♦♦ Prediction
♦♦ Sequential patterns
♦♦ Decision trees

Data mining involves five steps: Data 
selection, data cleaning, data transformation, 
pattern evaluation and knowledge presentation and 
finally decisions / use of discovered knowledge as 
shown in the Figure 1

Figure 1 
The main steps in Data mining

WEKA is abbreviation for Waikato’s 
Knowledge Analysis Environment. It is an open 
source tool developed by the University of 
Waikato in New Zealand. WEKA is a Java based 
tool that involves many open source data mining 
and machine learning algorithms. WEKA has the 
following features (Alka, et al. 2017):

♦♦ Data processing tools.
♦♦ Classification, clustering algorithms and 

association.

♦♦ User interface and graphical interface.
♦♦ WEKA data mining and machine learning 

tools

The Use of Data Mining in Civil Engineering

Nowadays, a lot of data and information 
related to civil engineering field are available 
on online repositories of the research centers. 
Researchers can use this information and apply 
different data analysis to obtain important 
information to support their research papers. They 
can use data mining techniques in many areas of 
Civil Engineering.

In the field of civil engineering, many 
research papers apply different approaches of 
Data Mining and Artificial Neural Network  
(ANN) technologies (Deepa et al. 2010; Guneyisi, 
et al., 2009; Topcu I.B, Sarıdemir M., 2007). 
Different studies applied data mining techniques 
and ANN the following areas of civil engineering 
(Kaplinski, et al., 2016; Topcu, et al., 2009): 

♦♦ Predicting properties of conventional 
concrete (Guneyisi, et al., 2009).

♦♦ Predicting high performance compressive 
strength of concretes (Ozcan et al, 2009; 
(Nikoo, et al., 2015), (Han, et al., 2019; 
Young et al., 2018).

♦♦ Concrete mix proportions (Topcu I.B, 
Sarıdemir M. , 2007) [15] (Young et al., 
2018).

♦♦ Predict the concrete durability (Yaprak, et al., 
2009) [5] (Pann et al, 2003).

♦♦ Modeling of material behavior (Bock et al, 
2019), 

♦♦ Detection of structural damage (Fanga, et al., 
2005),

♦♦ Structural system identification (Chou, et al., 
2014), 

♦♦ Structural optimization (Tanyildizi, H. 2009), 
♦♦ Structural control, ground water monitoring 

(El-Kholy, A. M. 2019), 
♦♦ Prediction of settlement of shallow foundation 

(Pann, et al. 2003)

MATERIALS AND METHODS
Most of the previous studies attempted to 

investigate, study and model the effects of the 
components on the strength of the concrete. In the 
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recent years, new approaches utilized Artificial 
Intelligence (AI) and Data Mining techniques to 
predict the main factors that affect the concrete 
strength.

The main contributions of our approach 
is twofold. First, it focuses on using all the 
different components that compose the concrete, 
to study the main factors that influence the high 
performance of the concrete, to increase the 
Concrete Compressive Strength (CCS) mix. 
Second, we try to find a better and more accurate 
prediction model for CCS. We can summarize our 
contributions in the following points:

♦♦ The study uses three different algorithms 
K-Means, Kohonen’s Self Organizing Map 
(KSOM) and EM.

♦♦ The study determines which is the best 
algorithm that can be used to identify the 
main factors that influence the strength of 
concrete. 

The study identifies the best algorithm that 
can be used as an advanced prediction model for 
the strength of concrete mix.

This research utilized data mining techniques 
to predict the key components that affect the 
strength of concrete. WEKA tool provides us with 
different tools to analyze the dataset and apply 
different algorithms such as EM, Kohonen’s Self 
Organizing Map (KSOM) and K-Means. The 
following paragraphs and subsections discuss 
the characteristics of the datasets and algorithms 
used in this study. It discusses in details the 
methodological approach used to develop the 
prediction model of the main key factors that 

affect the compressive strength of concrete.

Data Sets
Compressive strength concrete dataset 

from UCI Machine learning Repository (Yeh I. 
C., 1998) is used as the experimental data sets 
of 1030 cases. In the data set, there are eight 
input parameters and one output value Concrete 
Compressive Strength (CCS). These parameters 
are cement, blast furnaces slag, fly ash, water, 
super plasticizer, coarse aggregate, fine aggregate 
and age. For the first seven parameters, we use 
kg/m3 and for the eighth parameter age, we use 
number of days for the laboratory test of the 
concrete sample.

We obtained the statistical analysis using 
Weka to create Table 1 and represent it using 
graphs in Figure 2. Table 1 lists a general statistical 
information on the eight factors. These statistics 
are computed by WEKA. The table shows the 
maximum, minimum , the average, the mean and 
the Standard deviation for each factors. Weak 
supports users though two methods to split data. 

The first method is training and supplied 
test set. The second method is a percentage split 
and these groups are not included with each 
other during the training phase. To conduct the 
statistical analysis of the datasets, we divided 
the dataset into two groups: A training set (721 
samples) amounting to70%,  and a testing set (309 
samples) amounting to 30% of the group. After 
splitting the data into training and testing sets, the 
statistical analysis and data mining algorithms 
were applied to present the results.

Table 1
Concrete Strength Data Sets Components Ranges (WEKA)

Name of Component Maximum (kg/m3 
mixture)

Minimum (kg/m3 
mixture)

Average Value (kg/m3 
mixture) Mean SDV

Cement 540 102 321 281.16 104.50

Blast Furnace 359.40 0 179.7 73.896 86.279

Fly Ash 200.10 0 100.05 54.188 63.997

Water 247 121.75 184.375 181.56 21.354

Superplasticizer 32.20 0 16.1 6.205 5.974

Coarse Aggregate 1145 801 973 972.91 77.754

Fine Aggregate 992.60 594 793.3 773.58 80.176

Age of testing 365 days 1 day 183 days 45.662 63.17
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Figure 2.
Concrete Strength Data Sets Components Ranges

DATA MINING ALGORITHMS
This section presents the different machine learning algorithms used in finding the main factors 

that affect the compressive strength of the concrete. EM is one of the clustering algorithms used in data 
mining. It uses two iterative steps called E-step and M-step:

♦♦ E-step, where each object assigned to the most likely cluster(centroids).
♦♦ M-step, where the model (centroids) are recomputed (Least Squares Optimization).

Another algorithm is Kohonen Self-Organizing Map (KSOM). It is one of the most adopted neural 
network in unsupervised learning. (Fernando, 2015).

K-means algorithm is a clustering algorithm, given the data <x1, x2,…,xn> and K, assign each xi 
to one K clusters, C1…Ck, minimizing equation 1 (Khedr et. al, 2014), equation (1) used to find Sum 
of Squared Error (SSE)

Where

K is the number of desired clusters

is mean over all points in cluster Cj.

The following Algorithm is used to apply K-Means:

1.	 Set   randomly

2.	 Repeat until convergence:
-- Assign each point xi to the cluster with closest mean 
-- Calculate the new mean for each cluster (equation 2)

Figure 3 presents a schematic illustration of prediction mechanisms using the three machine-
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learning algorithms of simple K-Means, KSOM 
and EM.

We utilized the EM, KSOM and K-means 
algorithms for finding the main components 
in concrete mix that affect the compressive 
strength of concrete. The study applied these 
algorithms with different configurations of both, 
the algorithms and the dataset. Then the study 
analyzed the results along with an evaluation of 
the different configurations of the results. The 
simplest approach is to find the parameter that 
minimizes scores of the different parameters 
like Standard Deviation (STD) and Root Mean 
Squared Error (RMSE).

Figure 3
Schematic illustration of prediction using EM, KSOM and 

K-Means Algorithms. 

RESULTS AND DISCUSSION
In this research, the dataset is first selected, 

then data mining techniques are utilized in finding 
the parameters. In general, eight parameters 
(cement, blast furnaces slag, fly ash, water, super 
plasticizer, coarse aggregate, fine aggregate and 
age) were examined against concrete compressive 
strength using three data mining algorithms. This 
section discusses, compares and evaluates these 
algorithms using concrete dataset to investigate 
the main factors that affect concrete mix strength. 

Table 2 represents the primary results of EM 
algorithm. To get the result, different datasets 
were used with different numbers of clusters 
(K=3,5,7,and 9) as shown in Table 2. 

For each number of clusters, we computed 
different statistical values. In our case, we used 
standard deviation as a statistical measure to 
select the main factors that affect the CCS. Table 
2 summarizes our calculations and shows only the 
most influential factors on the CCS. For example, 
when K=5, we find that the following three factors 
blast furnaces slag, fly ash, and super plasticizer  
imapct the CCS.

The values show the different results of 
predicting the main factors that affect Concrete 
Compressive Strength (CCS) using EM algorithm 
based on eight components of concrete mix. These 
results are computed and visualized using WEKA 
Tool.

Figure 4 shows the relationship between the 
main components that affect the concrete mix and 
the parameter Concrete Compressive Strength 
(CCS) using EM Algorithm. As shown in these 
figures, the values of Concrete Compressive 
Strength (CCS) as a function computed based on 
Superplasticizer, Fly Ash and Blast Furnace Slag 
serve obtained high similarity values.

Table 2.
Screen dumps of the results of EM Algorithms Using WEKA

Number of Clusters Results of EM

EM (with K= 3)

EM (with K= 5)
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Number of Clusters Results of EM

EM (with K= 7)

EM (with K= 9)

After designing EM model for predicting the main factors that affect concrete compressive strength 
and analyzing the results obtained by the EM algorithm, it is clear that the EM algorithm achieves the 
optimal mix of  the concrete components. 

After running the EM algorithm on the dataset for a number of times with varied values for number 
of clusters, the best parameters were selected based on their Standard deviation values. Table 3 shows the 
list of the main factors that affect Concrete Compressive Strength (CCS) with their standard deviations.

Figure. 4 illustrates the values of concrete compressive strength predicted by the EM algorithm 
versus the other components such as Superplasticizer, Fly Ash and Blast Furnace Slag, for both 
training and testing datasets. As shown in figure 4, there is a consistent indication among the different 
combinations of the three components and the concrete compressive strength. It is clear that the 
distribution of points in the three planes  shows the same picture.

EM with 9 Clusters

X: Superplasticizer , Y : Concrete compressive strength X: Fly Ash , Y : Concrete compressive strength

X: Blast Furnace Slag , Y : Concrete compressive strength
Figure 4.

Plotting of the main components the affect the concrete using EM Algorithm
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Table 3.
List of the main components that affect compressive strength of concrete (EM)

Number of Clusters Standard. Deviation Predict Components

3 0.0001 Superplasticizer

5
0.015 Blast Furnace Slag
3.265 Fly Ash
0.2488 Superplasticizer

7
0.0004 Superplasticizer
0.2928 Fly Ash
0.0002 Blast Furnace Slag

9
0.0001 Superplasticizer
0.0148 Fly Ash
2.3478 Blast Furnace Slag

The second model use the KSOM algorithm. This algorithm is employed to illustrate the components 
that affect concrete compressive strength. In the KSOM algorithm, the main components that affect the 
Concrete Compressive Strength (CCS) are Fly Ash and Superplasticizer. Figure 5 shows the results.

X: Fly Ash , Y : Concrete Compressive Strength X: Superplasticizer, Y : Concrete Compressive Strength

Figure 5.
Fly Ash and Superplasticizer versus Concrete Compressive Strength (KSOM)

Figure 6 illustrates a comparison between the EM and KSOM algorithms. As the figure shows, the 
predicted models for the two components are highly similar. The performance of fly ash on concrete 
compressive strength has the same significant effect. The analysis of the two graphs shows that the 
two algorithms have the same effect among the potentially used two input parameters, fly ash and 
Superplasticizer.

EM KSOM 

X: Fly Ash , Y : Concrete Compressive Strength
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EM KSOM 

X: Superplasticizer, Y : Concrete Compressive Strength

Figure 6.
Comparing EM and KSOM Algorithms

The K-means algorithm is applied to the datasets, using different value for k = 3,5,7 and 9. Table 
4 shows the results of clustering with the different value for K= 3,5, 7 and 9.

Based on the analysis of the result of K-Means we find that the factors that mostly affect the 
compressive strength on concrete mix are Fly Ash, Superplasticizer, Coarse Aggregate and Fine 
Aggregate (Table 5). According to the results, Table 6 presents a summary of the key attributes that 
affect the concrete compressive strength using the three different algorithms.

Referring to the results in table 6, K-Means algorithm shows that Fly Ash, Superplasticizer, Coarse 
Aggregate and Fine Aggregate are the most common components that affect the Concrete Compressive 
Strength (CCS) mix. In EM and KSOM algorithms two common component are considered, Fly Ash 
and Superplasticizer. At the same time, EM algorithms includes a distinguished component which 
is the Blast Furnace Slag. It is clear that, all the three algorithms show intersection and provide 
different information. In general, the analysis concludes that Fly Ash and Superplasticizer are common 
components and they are the two main factors that affect concrete compressive strength.

Table 4.
Screen dumps of the Results For K-Means (with K= 3,5, 7 and 9)

Number of Clusters Results For K-Means (with K= 3,5, 7 and 9)

K-Means (with K= 3)
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Number of Clusters Results For K-Means (with K= 3,5, 7 and 9)

K-Means (with K= 5)

K-Means (with K= 7)

K-Means (with K= 9)

Table 5.
K-Means - factors that mostly affect the concrete compressive strength.

Number of Cluster Components

3 Fly Ash, Superplasticizer, Coarse Aggregate and Fine Aggregate

5 Fly Ash, Superplasticizer, Coarse Aggregate and Fine Aggregate

7 Fly Ash, Coarse Aggregate and Fine Aggregate, 

9 Fly Ash, Superplasticizer, Coarse Aggregate and Fine Aggregate

Table 6.
Summary of the main components that affect concrete mix using the three algorithms. 

K-Means EM KSOM

Fly Ash, Superplasticizer, Coarse 
Aggregate and Fine Aggregate

Fly Ash, Superplasticizer and Blast 
Furnace Slag Fly Ash and Superplasticizer

Table 7.
The relation between no. of Cluster, Sum of Squared Errors and Concrete Compressive Strength (CCS) using K-Means.

No. of Clusters Sum Of Squared Errors (SSE) Number Of Iterations Concrete Compressive Strength (CCS) 
(Average Actual Data is 35.818)

3 286.5 18 56.2506

4 244.2 11 56.9138

5 219.1 18 56.448

6 205.8 10 56.8346
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No. of Clusters Sum Of Squared Errors (SSE) Number Of Iterations Concrete Compressive Strength (CCS) 
(Average Actual Data is 35.818)

7 182.6 30 57.042

8 176.1 12 57.2971

9 159.198 17 56.9463

12 138.4 22 54.764

15 122.486 26 53.4718

20 104.0 24 55.7447

25 94.18 16 56.8314

30 83.77 17 63.3709

50 62.3 16 67.23

Table 8 and figure 5 show the prediction of the Concrete Compressive Strength (CCS) by applying 
both K-Means and KSOM using WEKA. We find the actual average of Concrete Compressive Strength 
(CCS) is equal to 35.818. By comparing the results of the Concrete Compressive Strength CCS of both 
algorithms, we find a slight intersection or similarity between K-Means and KSOM algorithm.

Table 8.
Concrete Compressive Strength (CCS) Prediction K-Means vs. KSOM

No. of Clusters
Concrete Compressive Strength  (CCS) Prediction (Average Actual Data is 35.818)

K-Means KSOM

2 36.9804 34.8796

3 56.2506 55.2417

4 56.9138 56.9722

5 56.448 56.179

6 56.8346 56.88

8 57.2971 58.616

10 58.7342 58.9955

CCS Prediction Average 54.2084 53.9663

The values obtained using K-Means and 
KSOM in WEKA, indicate that the estimation 
results of CCS predication for both algorithms 
are very close.  The results show that the 
K-Means can be successfully used to give a more 
accurate prediction for increasing the Concrete 
Compressive Strength (CCS) (54.2084) than the 
average actual data (35.818) and KSOM.

This study applied three algorithms and 
compared their results to find the main components 
that affect the Concrete Compressive Strength 
(CCS) using the WEKA tool. It was noted that 
the results of the EM algorithm is one of the most 

accurate and effective tools for finding the factors 
affecting the Concrete Compressive Strength. On 
the other hand, K-Means and KSOM algorithms 
are the most adequate algorithms for improving 
Concrete Compressive Strength mix.

Results of this study can be used to predict the 
main factors that affect the compressive strength 
of concrete and the mixtures of concrete. 

Table 6 shows the main predicted components 
that affect the concrete compressive strength. 
These components are Blast Furnace Slag, Fly 
Ash, Superplasticizer, Coarse Aggregate and Fine 
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Aggregate. The analysis of the data in Table 8 and Table 9 show a significant correlation between 
the prediction of improving the CCS and the main factors that affect the CCS. The values for these 
parameters are similar among the three Data Mining algorithms. These results are very important 
because they provide us with the threshold values that improve the CCS. These parameters increased 
the performance of CSS from 35.818 to 58.9955. They were also able to increase the performance 
model from 36% to 59% of CCS. 

Table 9. 
Summary of the main components that improve the performance of concrete compressive strength.

Predictive parameters K-Means EM KSOM Average Value (kg/m3 mixture) Mean

Blast Furnace Salg - 0.4714 179.7 73.896

Fly Ash 0.0 0.0 0.0 100.05 54.188

Superplasticizer 0.0 0.0253 0.0355 16.1 6.205

Coarse Aggregate 867.525 973 972.91

Fine Aggregate 727.4851 793.3 773.58

Furthermore, these results reinforce the 
predication model through improving the CCS 
and reducing the cost of the concrete mixtures. 
For example, the cost of fly ash is varying and 
expressive. In our model, it is important to note 
that the cost of fly ash is beyond concrete mixture 
because the three Data Mining algorithms suggest 
a threshold value of zero for fly ash.

Overall, applying the different algorithms 
of Data Mining to our datasets proved to be very 
effective in predicting and improving the concrete 
compressive strength.

While all input parameters are very important 
and effective in predicting concrete compressive 
strength based on the laboratory test, our analysis 
shows that there are more effective parameters 
in our input that improve the performance of 
concrete compressive strength.

Our analysis shows that the performance of 
each Data Mining algorithm is similar yet with a 
small difference between them. Moreover, each 
one of them is appropriate for the prediction for 
improving CCS.

CONCLUSION
The main aim of this present study is to find the 

key components that affect Concrete Compressive 
Strength (CCS). To accomplish this research, the 
datasets were  selected, then three data mining 

algorithms (EM, KSOM and K-Means) were 
applied. The actual input parameters consists of 
eight parameters and one output CCS. The input 
parameters were examined against CCS using the 
three data mining algorithms. The results were 
analyzed and discussed. The study used WEKA 
as a tool for data mining techniques.

This study focuses on including all the 
different components of the concrete in our 
prediction model and in finding the main factors 
that influence the high performance of concrete 
to increase the Concrete Compressive Strength 
(CCS) mix, using three different algorithms.

Results showed that using data mining 
techniques is highly effective in predicting the 
main factors that affect CCS. The analysis shows 
that K-Means and KSOM algorithms are the most 
accurate algorithm to predict the CCS. At the 
same time, EM is useful for predicting the main 
factors that affect the CCS.

In general, data mining techniques are very 
effective tools in predicting concrete compressive 
strength as well as the main factors that affect and 
improve the performance of concrete compressive 
strength.  Our study can be expanded to include 
additional parameters, such as humidity, moisture, 
temperature, and methods of mixing etc. These 
parameters might be able to improve the prediction 
of CCS.
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