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Abstract

Researcher Profiles Matching is an initial
and important step of effective research teams’
formation. The researchers’ wide,
multidisciplinary, and changeable research
interests complicate the process of profile
matching using traditional methods and affect its
performance. This research aims to solve the
problem of Profile matching in Scientific Research
and Scholarly Work by employing unsupervised
machine learning methods. The K-mean clustering
method is utilized to categorize researcher profiles
based on the statistical analysis of their publication
titles, and the correlation-based similarity is
employed for profile matching within the
categories. The proposed method is implemented,
tested, and evaluated using an extracted dataset
from Google Scholar. The profile matching results
and the clustering quality test result show that the
designed task was achieved, in addition to high
similarity values of publications within the
categories and low correlation values among the
clusters. Moreover, the clustering results’ analysis
can reveal interesting and enlightening
information about the scholarly work, which may
help the researchers, research management
departments, as well as policies and decision-
makers in their scholarly work associated tasks.

Keywords: Researcher Profiles Matching,
Unsupervised Machine Learning, Correlation-
based Similarity, K-mean algorithm, Google
Scholar.
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INTRODUCTION

Researcher profiles matching is a special
case of the general known problem of User Profile
matching, which has been tackled in several works
over the years. It is a part of the team formation
process encouraged by mast organizations to carry
out complex tasks (Sun et al., 2009). Many other
profits and benefits can be brought to the
organization because of effective teams.
However, the environment in which the team will
be formulated, the task to be accomplished, and
many other factors affect the formation process
and criticality. Some of these factors are related to
the team size, distribution (Milojevi¢, 2014),
available data about users (Nurgaliev et al., 2020),
and such as the case of team formulation in
complex networks and large communities (Sun et
al., 2009). On the other hand, from individuals’
(researchers) perspectives, researcher profile
matching helps in finding potential research
collaborators, expertized researchers in a certain
domain, expanding network opportunities (Tran et
al., 2020), and improving profile building skills (Li
etal., 2019).

A research team is defined as a “group of
researchers collaborating to produce scientific
results, which are primarily communicated in the
form of research articles” (Milojevi¢, 2014). A
research team may consist of some core
researchers and many other researchers who may
change over time. Hence there are many works
focused on studying the statistical measures of a
team such as size, median, and mean, assuming
that teams are unchangeable, while fewer studies
consider the changeability of teams (Milojevic,
2014).
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Therefore, several models are proposed in
these studies for different cases, aims, bases, and
domains such as the Agent-based model (Sun et
al., 2009), supervised ML model (Nurgaliev et al.,
2020), and others. This work presents the
unsupervised machine learning clustering method
for researcher profile matching based on
researchers’ publications metadata available on
Google Scholar, such as researcher interests, and
publication titles. The rest of this article contains
sections about related works, proposed method,
methodology, results discussions, and conclusion.

LITERATURE REVIEW

As mentioned earlier, Profiles Matching was
a well-known problem that was studied from
different aspects over the years in many domains.
However, fewer studies were found in the domain
of Scientific Research (i.e., matching researchers’
profiles to find potential research collaborators and
expertized researchers in a joint domain).
Therefore, this section summarized the existing
works on profile matching and the unsupervised
machine learning clustering method utilized by
this study.

Profile Matching Works

Profile Matching Algorithm (PMA) was
employed in many fields such as business, social
networks, and others, following a brief
summarization of some studies from different
domains.

In the business domain, Sugiarto et al.
(2021) described the use of PMA in the context of
a decision support system that could help shorten
the required time for choosing business partners or
potential colleagues in companies. However, the
study focused on analyzing input factors of the
PMA and the GAP calculations and weightings.
The study concluded that the application of PMA
based on predetermined conditions could
accelerate  model calculation and select
prospective partners’ processes.

Nurgaliev et al. (2020) proposed PMA that
dealt with a set of linked nodes from various social
networks based on inadequate user profile data
such as username and relationship. The proposed
framework included two individual algorithms and
a combination of them. The proposed User identity
linkage (UIL) algorithm aimed to determine
mathematically whether any two users on different
social networks are the same person in reality. The
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proposed algorithms were tested on datasets from
VK social network and Instagram; the experiments
showed relatively high recall and accuracy results.

Eze et al. (2020) presented a configurable
PMA in the domain of health community care
management. The work aimed to associate
common data from various stakeholders to support
the process in the domain. Eze et al. (2020)
focused on the performance of PMA utilization in
the cloud-hosted case study. They tested the
proposed model within a pilot project for
supporting interoperability between Community
Support Service (CSS) provider agencies and the
Regional Health Authority (RHA) in Canada. The
Proposed PMA consisted of many modules such as
feature identification, standardization, match
weight summarization, decision, and global
identifier generation. The first run of the system
was conducted based on about 145,000 user-
profiles and took about 35 minutes; however, the
sequent daily runs performed the task
incrementally and required less than 5 minutes per
day.

Similarly, Li et al. (2019) applied the PMA
to find the match users’ profiles under the
condition of restricted data access of users’ profile
data such as profiles with privacy policies. The
proposed method in Li et al. (2019) utilized the
public data such as username and display name
and accomplished the matching task through a
three-step approach, including feature extraction,
a two-stage classification framework, and a
relationship elimination algorithm. Experimental
results on real social networks datasets showed
excellent performance and concluded the
possibility of applying PMA based on small and
public online user profile data.

Paembonan et al. (2018) employed the PMA
for drug substitution to facilitate the process of
drug substitution in cases of drug lack or
exhaustion. The K-means method was utilized to
categorize the medicines’ profiles to accomplish
the task of new medicine recommendations, where
the Selection Matching method was employed to
control the substitute. The proposed method was
tested and evaluated. The authors reported the
accuracy of the proposed method was 93.5%.

Earlier, many works have been presented in
the field of User Profile Matching, such as (Garcia,
2016; Pizzi and Ukkonen, 2008; Sun et al., 2009;
Wassermann  and  Zimmermann,  2011).
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Nevertheless, none of these works was in the field
of Scientific Research or Researchers Profile
matching and applying any unsupervised machine
learning clustering techniques. Although the work
of (Paembonan et al., 2018) utilized the k-means
algorithm, the work does not explain much about
utilizing K-means with PMA. Therefore, this work
tried to accomplish the process of PM in the field
of Scientific Research by applying some
unsupervised machine learning  clustering
techniques. The following subsection illustrated
the principles of unsupervised clustering methods
and described the k-means clustering method.

Unsupervised Clustering Methods

Clustering was defined as “the unsupervised
classification of data objects into groups or
clusters” (Santos et al., 2013). The term
“unsupervised” indicated that the process was
done under the condition of missing ground-truth
labels of classified objects.  Therefore,
unsupervised clustering methods must first notice
any patterns in the data objects being clustered and
then group similar objects in a category such that
the objects in a group were the most similar to each
other. This process of clustering was unlike
supervised learning (known as supervised
classification), where human experts usually
provided the ground-truth labels of the training
data. These unsupervised clustering advantages
were included but not limited to a slight workload
to audit and formulate training data, and superior
independence in identifying and utilizing hidden
patterns that “experts” had not observed. However,
the cost of such benefits included the need for
more amount of data for training to achieve
acceptable performance which indicated extra
storage and computational necessities, as well as
the possibility of such method to consider some
anomalies or artifacts found in training data as
bases of clustering (Delua, 2021). Many methods
and techniques were used for clustering such as
hierarchical clustering (Franklin, 2005), and k-
means which was one of the popular and simplest
unsupervised machine learning algorithms
(Garbade, 2018).

K-Means Clustering Algorithm

Andrews and Fox (2007) considered this
algorithm as the most regular and simple algorithm
used for clustering. The algorithm aimed to group
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the nearest data objects to each other onto smaller
sets. A key point for the algorithm was the
determination of the number of clusters. After this
determination, the algorithm spread the data
objects into the determined number of clusters
based on objects’ features, reflecting the likeness
of the data objects (Jain et al., 1999). As mentioned
earlier, this clustering method was employed in
many fields such as “Topic Detection.” For
example, Li et al. (2010) performed a study in
which the k-means algorithm was employed on top
of the Vector Space Model (VSM) representation
to detect topics among a corpus. Similarly, Zhang
and Li (2011) proposed the k-means clustering
method for topic detection in a large-scale dataset.

The K-means algorithm was performed by

applying the following steps:

1. Determine the number of clusters (the value of
K).

2. Randomly select k data objects as preliminary
cluster centers (in some implementations, the
first K data objects were selected for this step).

3. Calculate the distance between the defined
cluster centers and the remaining data objects,
and assign each data object to a cluster center
based on the nearness of the cluster center.

4. For each defined cluster, calculate the mean
and update the cluster center to become the
calculated mean.

5. If no change occurred to any cluster center
values, then STOP, otherwise repeat steps 3-5.

Nevertheless, the k-means clustering
method had some downsides, such as its sensitivity
to the initial selection of cluster centers, as well as
its sensitivity to outliers and noise, and the non-
predefined number of clusters. These drawbacks
might constitute inaccuracy (Sharma and Gupta,
2012) or unwanted solutions (Jain et al., 1999).
However, several techniques were proposed in the
literature to overcome these problems. For
example, Ray and Turi (1999) recommended the
validity measure to determine the k number. Some
other works were planned to solve the problem of
finding the preliminary cluster centers using
different principles, such as Erisoglu et al. (2011),
Deelers and Auwatanamongkol (2007), and
Redmond and Heneghan (2007).

The distance calculation mentioned in step 3
of the k-mean algorithm differed according to the
domain of application. For example, in case that
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the data points to be clustered were point 2D or 3D
Cartesian coordinate system, the regular distance
law between points in such coordinate system and
be applied. However, when applying the k-means
algorithm in other domains, such as text clustering
where the data points represent the documents, the
Euclidian distance or the Cosine similarity could
be applied. In this research, the algorithm was
applied to multi-dimensional feature space.
Therefore, the Euclidian Distance Law was
applied. The Euclidian distance between two
documents represented in a high dimensional
feature space was defined as follows:

Let the two data points (i.e., documents) to
be A and B, where A and B were vectors of n
features such that: A= {ao, a1, a2, ..., an} and B =
{bo, by, by, ..., bn}, then the Euclidian distance D
between these two data points was calculated
according to equation (1).

D(4,B) = Xl o(a; — by)? (1)

The next section explained the proposed

method for Researcher Profile Matching.

MATERIALS AND METHODS

This work proposed an Unsupervised
Machine Learning Clustering Method for
Researcher Profile Matching. The proposed
method was based on the analysis of user-profiles
data from Google Scholar (GS) Search Engine. A
researcher profile on GS contained many
informative data portions such as interests, count
and distribution of publications over the years, h-
index, i10th index, count of citations, and
publications list. Nevertheless, some of these
elements might be missing or incomplete or not
updated in some user profiles. Therefore, some of
these elements were utilized in this work for
profile matching, especially the publication list,
which reflected researcher interests. The next
subsections showed the details of the proposed
matching method and the dataset used in this work.

Proposed Matching Method

Figure 1 demonstrates the proposed method
steps and processes followed by a brief description
of the shown steps, where each numbered bounded
area was considered as one step, and the method
consists of five steps.
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T: Tokenizing (splitting the text into words).

F: Filtering (removal digits, special characters, and terms of <=3 characters)
SR: Stop-words Removal (removal of a predefined meaningless words)
ST: Stemming (converting words into their base or root)

W: Weighting (assignment of a numerical value for each term)
V: Vectorizing (representing documents as vectors of features)
PCA: Principal Component Analysis

VSM: Vector Space Model

Figure 1 Proposed Researcher Profile Matching Method Steps and Processes
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Step 1: This step was devoted to Dataset
generation. Dataset description was shown later in
the section. In this step, a crawling tool was
developed to download hundreds of researcher
profiles from GS. These profiles were stored on a
local database in HTML format, and then it was

processed, filtered, and prepared as the final
dataset. The researcher profile on GS contained
many portions of data; the distribution of these
data chunks on the researcher’s profile page was
as shown in Figure 2.

/

Personal data
Name, affiliation,

email domain,
home page link,
interests.

Publication’s data
Title, authors,
journal, count of
citations, year of
publication.

Citation data
Total citation, h-
index, i10-index,
citations per years.

. Co-authors data
Name, affiliation.

Figure 2 Distribution and Data Chunks on Researcher’s Profile Page on GS

However, as mentioned earlier, some of
these data chunks might be missing, incomplete, or
not updated in some user profiles. Moreover, some
of the researcher’s publication lists might contain
multi-lingual titles. The list consisted of hundreds
of publications. Therefore, this step included a
filtering process for the publications within the last
five years, in which the titles in the English
language were considered in the dataset.

Step 2: The dataset was presented
numerically to be suitable for the Machine
learning methods. The Vector Space Model
(VSM) representation was considered in this work.
A series of preprocesses tasks were performed for
each textual data for each instance in the dataset to
achieve this representation. These tasks are:
Tokenizing, Filtering, Stop-words Removal,
Stemming, Weighting, and Vectorizing. A brief
description of these tasks is presented at the
bottom of Figure 1. However, regarding
Weighting, which was the process of assigning a
numerical value for each word (term or feature)
per dataset instance. This numerical value of a
term (known as term weight) represented the
importance of that term in that instance. In
literature, there were many weighting techniques
such as the binary, the Term Frequency (TF), the
Term Frequency-Inverse Document Frequency
(TF-IDF), and many more (Sabbah et al., 2017).
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However, this work utilized the Term Occurrence
(TO) method that considered the count of term
appearance as the term weight. This technique of
term weighting, i.e., TO did not consider the
normalization of weighing such as the TF and TF-
IDF techniques; moreover, it did not show any
kind of semantic proximity such as the Term Co-
occurrence weighting method. The choice of TO
weighting technique in this research was based on
the nature of the processed text (i.e., Publication
Titles), which was assumed to be clear, specific,
and direct to the point.

Vectorizing: In this process, each data
sample was represented as a vector of features,
where the features of the vector included all the
features (terms) contained by the dataset. The
vectors were finally collected in one matrix. The
rows represented the data samples, the columns
represented the features, and the matrix’s cells’
values represented the weights.

Feature Reduction

The generated VSM based on text
vectorization was known as multi-dimensional, in
which the count of features was large. For
example, during our experiments, the count of
features based on the unigram vectorization of
publication titles and publication summaries was
more than 450,000 features, i.e., unique single
word, which was out of our capability to
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manipulate due to lack of computational capacity).
Therefore, we restricted the textual analysis in this
work to publication titles where the count of
features in the generated feature space was about
25000 features, which was huge. Therefore, the
Principal Component  Analyses  (PCA)
dimensionality reduction method was employed to
reduce the dimensionality, reducing computational
cost and time.

Step 3: K-means clustering - which was an
unsupervised machine method- was a learning
method applied to categorize the data samples into
clusters or categories where the categories
represented the research fields or research topics
reflected from publication titles. However, there
was a wide range of research fields or topics that
could be identified. Thus, the determination of
clusters count- that represented the K value in the
K-means algorithm- was not an easy task. To do
so, the lists of research fields were studied from
different sources, as follows:

Table 1 Count of Research Fields from Different Online Sources

. Count of

List Source Research fields
Wikipedia:
(https://en.wikipedia.org/wiki/Outline_of_a 1000
cademic_disciplines)
Digital Commons Network™: 1280
(https://network.bepress.com)
Web of Science (WoS):
(https://images.webofknowledge.com/image 258
s/help/WOS/contents.html)
Higher Education Statistics Agency
(HESA), UK: 165
(https://iwww.hesa.ac.uk/support/documenta
tion/jacs)
Japan Society for the Promotion of Science
(JSPS), Japan: 323
(https://www.jsps.go.jp/english/index.html)

Table 1 showed that the count of research
fields was not standard and differed from one
source to another, and the count was not enclosed
in a small range. Therefore, it was a challenge to
determine the count of research fields (i.e.,
clusters). Nevertheless, there were several
computational based techniques to automatically
determine the best value of (K), such as the
Distortion Analysis (known as Elbow Curve
Method) (Yuan and Yang, 2019), Davies-Bouldin
Index (Petrovic, 2006), and Calinski-Harabasz
Index (Wang and Xu, 2019) and more. Hence, in
this study, the results of these techniques were
analyzed to determine the best value of K (i.e.,
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clusters count). However, the application of these
methods was time-consuming, as the algorithm
was required to run numerous times based on
various values of K for each technique, which was
applicable only for small datasets and K values.
However, in our case, the potential value of K was
as high as expected by the common sense shown
in Table 1, and the dataset size was as big as shown
in the dataset subsection. Hence, a sample dataset
selected from the study dataset was employed for
exploratory study and determination of the count
of clusters (i.e., K value for K-means algorithm).
The details of the exploratory dataset and the K
value determination analysis was shown in the
next subsections.

Moreover, Step 3 produced the cluster label
for each sample in the dataset. Consequently, these
labels were utilized in Step 4 for profile matching.

Step 4: In this step, for each cluster of the
identified clusters, the samples that belonged to
that cluster were identified and isolated, and then
the correlation-based similarity was calculated
among all samples within the cluster, the samples
such as profiles were ranked, and the top similar
correlated profiles were recommended as the best
matching profiles for any selected user.

Dataset

As mentioned in Step 1 description,
hundreds of researcher profiles were crawled from
GS as Html web pages. The data chunks were
extracted from the web pages and filtered. The data
chunks that could be utilized are many, such as
Researcher’s Years of Experience (RYE), h_Index
(h1), 110 _Index (il), Publication Age (PA),
Publication Citations Count (PCC), Publication
Title (PT), and Researcher List of Interests. In
addition to the user ID and publication ID
(uID:pID) for indexing and matching purposes.
However, some of these chunks of data were user-
related, such as RYE, hl, il, and research interests,
while others were publication-based, such as PA,
PCC, and PT. Therefore, as this study focuses on
textual-based categorization and profile matching,
the publication-based chunks of data were
considered in the dataset, especially the
Publication Title (PT). Nevertheless, Regarding
the Researcher List of Interests, it was noticed
during preprocessing that the keywords included
in the List of Interests of researchers contained
noise data such as spelling mistakes and
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sometimes not. Therefore, the interests’ keywords
were treated in this work as “text” and added to
each publication’s title found in the researcher
profile. Initially, the dataset represented the data of
1351 researchers from Georgia State University
(GSU) and included the data of 22540
publications. However, as a part of data filtering
mentioned in Step 1, the Researcher Profiles,
which included a very large or very low count of
publications (outliers), were eliminated; for

experimental purposes, the elimination was
performed using a simple query method. The
remaining profiles contained a count of
publications ranging from 6 up to 2239
publications. Table 2 shows the statistical
information of the final dataset. Figure 3 shows a
portion of records in CSV format, while Figure 4
and Figure 5 show the most frequent words and
Bigrams used in the publication Titles included in
the final dataset.

Table 2 Dataset Statistics

Count of Users (Researches) 882
Count of Publications 19866
Publication Titles

Unique Vocabulary in Publication Titles 18350
Total count of words in publication Titles 269854
Average words count per Title 14.94

Publication Title Statistics

Publications Count

Title Length (words)

Average 44.99 143.01
Min. 6 10
Max. 239 312
As seen in Table 2, the final dataset profiles count. However, the effect of this

contained the data of 882 Researchers and
included the titles of 19866 publications. The
eliminated profiles, i.e., the profiles which
included a very large or very low count of
publications, perform about 34% of the total

A

elimination in terms of computational cost,
performance, and time was not studied in this
research as this research aimed to prove the
concept of the proposed method.

ulD_piD
OnFc-sAAAAAJZpfHOpigsSOC
chojFxIAAAALSe3ignhoufwe
Z3UCVhUAAAALIV772isFDOC
6p2kSSOAAAALEYZOXPARNAC
9C448pgAAAALQIVZME_SWUYC
feuQDIMAAAALLPZeul_g3PIC

009 The Determinants of HIV Testing Following a Se: ult For

1 ERRANT GRAMMARS Black Diaspora Native Studies WGSS

1 Introduction the role of the chief operating officer Management

© N v e W

1 Palice and Confidential Informants criminology sociology

ot gassiag fpRagiolny

©

nmiR-egAAAAL:SAhPIT11eyaC
WAWO”M"- 1Thg Intggetinaality of Neoljger
- -zm'ﬁrus RNA‘p’a&.—amEM

tWsaaesCUC

-3YCAMBAAAA:_FxGoFyzpSQC regulates Nox1 expression through a
-3YCAMBAAAALYOWT20 goHMC
UIDYIEQAAAAS: 35 1WT3WCHBEC
DYSIC3UAAAAI:A1gkVWhDPIOC
1g-LVZIAAAAJISNGPUOBFEqEC

tHTIu_EAAAAJ:bIknAGTINKkC

10 ol

861
19862
19863
19864
1986
19866
19867

zkCrowd a hybrid blockchain based crowdsourcing platform Secure an:

ic Medical Exam Substan
0209 OPTIMIZING SLEEP RELATED MEMORY PROCESSES USING CLOSED LOOP AUDITORY STIMULATION computer vision machine Ieamlng medical image enelysls greph theory deep Ieammg
1 Early Human Resource Management Issues and Themes economics management

1 Imagining the Triangle The Unlikely Origins of the Creative City in the Cold War South intellectual property media copyright landscape built environment
XwwQy2AAAAAJLKGWNXOMwfcC  10n Domination and Dependency social and political philosophy feminist philosophy ethics

gstightegnalizabona St
MEM'M\ """ “‘-«w"

a NF B and mitochondrial ROS dependent mechanism to indu
Zinc up regulates Nox1 Function by Increasing Mitochondrial ROS to Induce Senescence of Vascular Smooth Muscle Cells Functional foods and bioactive compounds in cardiovascular a
Zip tie guys military grade radicalization ameng Capitol Hill insurrectionists radicalization martyrdom mass psychology conspiracy theories terrorism

2kCrowd a hybrid blockchain based crowdsourcing platform Blockehain Privacy Cyber Security

zkCrowd a hybrid blockchain based crowdsourcing platform Internet of Things Privacy Algorithm Big Data Networking

d Privacy Aware Computing Big Data loT Blot

L

e Use Disorders Posttraumatic Stress Disorder Se: ult Sexual Risk Behaviors Se;

ct'?
*
{
o

&
#
-

1guagpRatiand.Cal™™ Locaip Crafte g rogramsimnguag e ucation socialif~d.eq
Yy,
cells Functional foods and bioactive com

wvascular smooth muscle

ckchain Game Theory

Figure 3 A Snap of Dataset in CSV Format

2500 -

1500 -

Frequency

ey th |
"Carn; ing
&9-'?5:1
Moty
Malygs -
Elycqy o
Stugyy -
SOCig) -
Gises,

‘I:II IIIIIIII
0-

sl *tem
bageq -
Maching -
biojg, ogy
ffect -

v'te.'cm lens
Py,
holgg,
'y

§

Figure 4 Most Frequent Words used in Publication Titles

51

Dr. Thabit Sulaiman Sabbah



Palestinian Journal of Technology & Applied Sciences — No. (5) January 2022

0.0035 -

0.0030 -

0.0025 -

0.0020 -

0.0015 -

0.0010 -

Percentage

0.0005 -

0.0000

Figure 5 Most Frequent Bigrams used in Publication Titles

As mentioned in Step 2, the PCA method
was utilized to reduce the size of feature space
generated by the VSM. The application of the PCA
algorithm in this step reduced the size of the
feature space by about 78%, such that the number
of features was reduced from 18350 features in the
VSM feature space to 4217 features in the reduced
feature space. However, the size of the reduced
feature space was selected to represent about 95%
of the original feature space. Figure 6 shows the
size of reduced feature space after PCA
application.

PCA Component Explained Variances

Explained Variances Ratio

02

Em[!l 2500 SUI'JD ?50[) JUCIDU 12500 15000 1]"5[)0

Principal Components
Figure 6 Size of The Reduced Feature Space after PCA
Application
As seen from Figure 6, initially, the count of
principal components was equal to the count of
features in the VSM feature space. However, the
curve showed the cumulative variance explained
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by these components. The cumulative variance of
the selected count of components, i.e., 4217,
explained 95% of the feature space.

Exploratory Dataset

As the Step 3 discussion mentioned, the
researcher employed an exploratory dataset to
determine the K-value required for the K-means
algorithm. Then selected the exploratory dataset to
be representative and informative. Therefore, for
each researcher among the 882 researchers
included in the study dataset, three publications
were selected so that the top three cited
publications were included in the exploratory
dataset. The selected publications per researcher
(i.e., top-cited publications) were expected to be
the nearest (or representing the field of study of the
researcher). Table 3 showed the statistics of the
exploratory dataset. Figure 7 and Figure 8 showed
the most frequent words and Bigrams used in the
publication Titles included in the exploratory

dataset.
Table 3 Exploratory Dataset Statistics

Count of Users (Researches) 882
Count of Publications 2646
Publication Titles

Unique Vocabulary in Publication Titles 7153
Total count of words in publication Titles 38723
Average words count per Title 14.63
Publication Title Publications Title Length
Statistics Count (words)
Average 3 14.63
Min. 3 1

Max. 3 36
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Figure 8 Most Frequent Bigrams used in Publication Titles in The Exploratory Dataset

measures were analyzed, then the corresponding

results of the proposed method were benchmarked
Recall that the scope of this work did not include

i.e., the method was not

The proposed method was implemented in
Python 3.8, while the experiments were conducted
under Windows 10 environment, and the results
were analyzed using a collection of tools including
Orange and MS-Excel. Tasks of clustering and

Topic detection,
responsible for knowing the Research Field of a

researcher or publication. However, the clusters or
categories in this represented the

research
Research Fields. Therefore, in this section the

matching were accomplished.

However, as it was known about clustering

methods, the evaluation of the clustering was as

difficult,as the clustering itself (Pfitzner et al
2008). The proposed method in this work tried to
solve the problem of Profile Matching through the

application of clustering, an unsupervised machine
learning method. Nevertheless, none of the
problems - i.e., the profile matching and the
clustering- in the domain of consideration had a
gold standard dataset to evaluate the results of the
proposed method. Therefore, the internal method

of evaluation (Feldman and Sanger, 2006) was
applied in which the internal clustering quality

1

clusters were presented by their given numbers: 0

... and so on. Following are the major finding
based on the analysis of the results

As mentioned earlier, the count of clusters
considered in this work was determined based on
the analysis of the three different clustering quality
techniques results on an exploratory dataset; the

next subsection shows this analysis’ results

K-value Determination
To determine the optimal value of K, the

algorithm was run with K value ranges from 100
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to 310. The clustering quality measures; Index, were recorded, scaled, and plotted as shown
Distortion, the base of Elbow Curve analysis, in Figure 9.
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Figure 9 Clustering Quality Measures of K Values from K=100 to 310

Figure 9 showed that several potential K analysis of results from two-point views:
values produce satisfactory quality measures and Researchers’ Distributions and Publications
can be considered as the count of clusters. Based Distribution against Research Fields, i.e.,
on the assumptions behind these three measures, Categories or Clusters.
the value K = 275 was selected as the cluster count
in this research. Moreover, a further Kolmogorov — Researchers Distributions Analysis
Smirnov test (Wilcox, 2017) at that value of K i.e., Figure 10 shows the distribution of the count
275 showed that the distribution of samples among  of Researchers among these clusters.
the clusters fit the normal distribution with a value
of p < 0.05. The next subsection presented the
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Figure 10 Researchers Distribution among Clusters (Research Fields)
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Figure 10 shows the distribution of
researchers among the 275 considered clusters.
The Frequency columns represented the count of
researchers belonging to the corresponding cluster
from the horizontal axis. The distribution of the
researchers among the “Top 10 Categories” was
shown in the internal subplot (“Top 10
Categories”). For example, there were about 282
researchers grouped in “Cluster 123, while less
than half of this count of researchers 130 in
“Cluster 2527, for the remaining clusters, the count
of researchers ranges between 1 and 75
researchers. Moreover, the “Top 10 Clusters”

included about 50% of the researchers’
distribution, whereas the 9th and 10th clusters
contained less than 50 researchers each. It is worth
mentioning that researchers’ categorization
(clustering) was based on their scholarly
production within the last five years. Therefore,
some (if not many) researchers were identified to
be included in multiple clusters, which reflected
the multidisciplinary nature of many researchers.
Figure 11 shows the multidisciplinary distribution
identified in the considered dataset.
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Figure 11 Multidisciplinary Researchers’ Distribution

From the multidisciplinary distribution of
researchers shown in Figure 11, very few
researchers were categorized as involved in
abundant research fields; more than 7 fields as
revealed in the inner subplot, i.e., the 1st centile of
users’ multidisciplinary distribution. This portion
could be caused by outlier profiles in which a huge

number of publications were added automatically
to a researcher profile because of the known
problem of initials ambiguity of researcher names
(Milojevi¢, 2013). Figure 12 shows the clusters per
user distribution.
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Figure 12 showed that the majority, about
87.5% of researchers, were identified to be
working within limited research fields at most 3
disciplines. 49.43% were mono disciplinary
researchers, 26.19% were involved in two
disciplines, and 12.13% were contributary to three
research disciplines. About 11% of researchers
were identified to be involved in -4 to 7- research

fields and the remaining less than 1% of
researchers were involved in abundant research
fields as described earlier.

Publications Distribution Analysis
Figure 13 showed the publications
distribution among the research fields.

550

500

- 100%

- 90%

450 600

400 500
350 400

300 300
250

100

Publications Count

200

150

100

Top 10 Categories

200

r 20%

- 15%

- 10%

- 5%

- 0%

- 80%

- 70%

- 60%

- 50%

- 40%

- 30%

188 35 117 19 252 256 235 255 258 138

- 20%

50

0

50
14
88
238
65
13
251

o
o

188
255
194
245
198

43
151
179
215

Category ID

I Frequency Cumulative %

- 10%

0%

73 5

o (o]
(7] o~

146
176
155

27

74
183
130
120
260
112
114
149

55
173
189
169

Figure 13 Publications Distribution among Clusters (Research Fields)

Figure 13 shows the distribution of
Publications among the 275 Research fields
considered in this study. The Frequency columns
represented the count of publications that belonged
to the corresponding cluster from the horizontal
axis. The distribution of publications among the
top 10 Categories was shown in the inner subplot
Top 10 Categories. For example, there were about
500 publications grouped in the 1st and 2nd
clusters of the top 10, i.e., Cluster 188 and Cluster
35. In comparison, the 3rd to 6th clusters contained
about 330-430 publications and less than 300
publications per each of the remaining clusters.
Moreover, the Top 10 Clusters included about
20% of publications’ distribution. It is worth
mentioning that the clustering method proposed in
this work was not designed to categorize a single
publication in more than one category. Therefore,
there was no multidisciplinary distribution of
publications.
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Clustering Quality Test Result

The proposed clustering method in this work
was tested on a non-public dataset that suffered
from the absence of ground-truth labels; this was
because of the lack of such studies in this field.
Hence, this case complicated the evaluation of the
performance of the clustering method and the
proposed profile matching approach. However, the
presented “K-value determination” subsection
showed that the performance of the clustering
method at K=275 is the best among the tested
values of K, as well as the statistical Kolmogorov
Smirnov test at that value of K, i.e., 275, showed
that the distribution of samples among the clusters
fits the normal distribution with a value of p <
0.05. These results indicated the performance
quality of the proposed clustering method.
Moreover, the correlation between the resulted
clusters was tested. Figure 14 shows a heatmap
diagram that visualized the correlation analysis
among the identified clusters.
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Figure 14 Visualization of Correlation between The Generated
Clusters

Figure 14 showed that very few clusters
were highly correlated dots in dark blue color. In
contrast, the correlation between the majority of
clusters ranged between -0.25 — 0.25, which
indicated a good separation between clusters.

Profile matching Results

In addition to the clustering process, the
proposed method aimed to match the researcher
profiles through correlation-based similarity. For
each identified cluster, the matrix of correlation
between all researchers’ publications within the
cluster was calculated. The top similar
publications were selected, and the researchers
were proposed to be the best matching profiles of
the selected researcher. As a result of this process,
each researcher would be associated with some
other researchers based on the similarity of their
publication. Figure 15 shows a sample of the
results of this process. Table 4 shows the
description of the columns in Figure 15 starting
from the left, which illustrates the output of the
proposed method.

Similarity Publication Title

ResearcherProfilelD Group Rec. Res. ProfilelD Most Similar Publication ID
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Figure 15 Sample of Profile Matching Results

Table 4 Description of Output Data

Column Header

Description

ResearcherProfilelD

The researcher Profile ID on GS.

Group

The Category ID(s) (i.e., Research Fields) as detected by the clustering method, note that some researchers are

identified to be working in multiple research fields

Rec. Res. ProfilelD

The researcher profile IDs whom were detected as top matched researches by the method.

Most Similar Publication 1D

The GS id of the publication that belongs to the matched users.

Similarity

The similarity value (correlation) between the identified publication and the publications of the researches.

Publication Title

The publication title form GS.

Figure 15 showed that the proposed method
was able to identify the top matched profiles of a
Researcher based on the textual analysis of
publication titles included in researchers’ profiles
on GS. The output showed that the publication
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titles in each group were similar as they had
several common words, which were indeed similar
to some publications in the Researcher profile
under inspection. Additionally, some researchers
were categorized in multiple categories where
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each category, i.e., groups included similar
publications from various user profiles.
Furthermore, some identified publications had low
similarity values in some groups marked in red
color in Figure 15. However, some threshold cut
value could be set for such cases to exclude such
publication from the group if needed.

RESEARCH CONTRIBUTIONS
This research contributed to the domain by
the following:

» The employment of the Unsupervised Machine
Learning for solving the Researcher Profiles
clustering problem.

« The employment of the correlation-based
similarity for solving the Researcher Profiles
matching problem.

» The analysis of results revealed hidden
information about the scholarly work
represented in the considered dataset.
However, any institution could reveal such
information using the same methods and
analysis

CONCLUSIONS

This research aimed to solve the problem of
profile matching in Scientific Research and
Scholarly Work by employing unsupervised
machine learning methods. The Vector Space
Model (VSM) based on the term count
vectorization and the PCA feature reduction
methods were used to represent the data for the
proposed machine learning method. Then, the K-
mean clustering method was utilized to carry out
the task of grouping or clustering the researcher
profiles based on the statistical analysis of
publication titles of the researchers. The
correlation-based similarity was employed for
profile matching within the clusters. The method
was tested on an extracted dataset from Google
Scholar. After preprocessing and filtering, the
dataset contains the publication titles of 19866
publications which belong to 882 researchers from
Georgia State University (GSU). The publications
were categorized into 275 categories, i.e.,
Research Fields based on the analysis of clustering
quality measures Distortion, Davies-Bouldin
Index, Calinski-Harabasz Index, and the
Kolmogorov Smirnov test. The proposed methods
were implemented in python, and the analysis of
the results revealed statistical information about
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the dataset. Moreover, the profile matching results
and the clustering quality test result showed that
the proposed method accomplished the designed
task with high similarity of publications within the
clusters and low correlation values among the
clusters. The future direction of the research in this
field included but was not limited to working on
multi-lingual and larger datasets, testing various
weighting  methods, unsupervised machine
learning, quality performance measures or
studying the effect of dataset size and quality
results generalization.
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